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In this paper, a speech enhancement method using noise classification and Deep Neu-

ral Network (DNN) was proposed. Gaussian mixture model (GMM) was employed to
determine the noise type in speech-absent frames. DNN was used to model the relation-

ship between noisy observation and clean speech. Once the noise type was determined,

the corresponding DNN model was applied to enhance the noisy speech. GMM was
trained with mel-frequency cepstrum coefficients (MFCC) and the parameters were esti-

mated with an iterative expectation-maximization (EM) algorithm. Noise type was up-

dated by spectrum entropy-based voice activity detection (VAD). Experimental results
demonstrate that the proposed method could achieve better objective speech quality

and smaller distortion under stationary and non-stationary conditions.
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1. Introduction

Speech enhancement is to recover the original signal from contaminated speech

with improved quality, clarity and intelligibility. It has been widely used in speech

communication, speech coding and speech recognition. Monaural speech enhance-

ment is more challenging since only one signal channel information is available and

without any prior knowledge. Most noise reduction algorithms are based on the prior

distribution assumption.1,2 They are generally less effective in non-stationary noise

condition or hard to use in real-world speech applications.3 Recently, deep neural

network4 produces state-of-art results in complex signal processing depending on

its high ability of extracting complex features and modeling structured information

of data.
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In this paper, a speech enhancement method using noise classification and deep

neural network (DNN) is proposed. The proposed method consists of training and

enhancement stage. In the training stage, MFCC is used as the feature to generate

GMM for each type of noise. The corresponding DNN regression model is trained to

obtain the complicated nonlinear mapping from noisy observation to clean signal.

In the enhancement stage, the speech-absent frames are determined by spectrum

entropy-based VAD algorithm. Noise type decision is made according to the mini-

mum probability of classification error criterion during speech-absent frames. Then

the corresponding DNN model is used to recover the clean speech from noisy speech.

2. The Proposed Method for Speech Enhancement

2.1. GMM mixture model

GMM is based on the assumption that arbitrary probability density function (PDF)

can be modeled as a linear combination of several single Gaussian PDFs. The PDF

of a GMM with M components can be described as p(x|Θ) =
∑M

i=1 wiG(x;µi,Σi),

where x is frame feature, wi is the weight for the ith single Gaussian PDF which

satisfied the conditions of 0 ≤ wi ≤ 1, ∀ i = 1, 2, . . . ,M and
∑M

i=1 wi = 1. The

PDF of ith single Gaussian function can be expressed as follows:

G(x;µi,Σi) =
1

(2π)d/2|Σi|1/2
exp

−1

2
(x− µi)

T
−1∑
j

(x− µi)

. (1)

A GMM could be denoted by parameters, Θ = {wi,µi,Σi}, i = 1, 2, . . . ,M ,

where µi is the mean vector and Σi is the covariance matrix, d is the dimension

of frame feature vector. Mean and covariance parameters of the GMM are esti-

mated in the maximum likelihood (ML) method. The parameters Θ are initialized by

K-means cluster algorithm first. Then an iterative expectation-maximization (EM)

algorithm is applied to maximize the likelihood function J(θ) = ln[
∏n

i=1 p(xi; Θ)]

to update the model parameters Θ. n is the total number of samples in training

stage.

2.2. Noise type classification

The noise type is determined during noise segments. Entropy-based VAD algorithm

is expressed as5

H(t) = −
N∑

k=1

[
|Y (t, k)|2

/
N∑

k=1

|Y (t, k)|2
]

log

[
|Y (t, k)|2

/
N∑

k=1

|Y (t, k)|2
]
, (2)

where Y (t, k) is the short-time Fourier transform (STFT) of noisy speech in the

tth frame at the kth frequency bin. The entropy H(t) has higher value in speech-

absent frames. The beginning frame is usually considered as non-speech frame. The

average entropy of the beginning frames is used as the threshold to discriminate

speech-absent frames and speech frames.
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wassing
Comment on Text
GMM是基于假设任意机率密度函数(PDF)可以被建模为多个单个高斯PDF的
线性组合。

wassing
Comment on Text
其中Y (t, k)是第n帧中噪声语音在第k频域的短时傅里叶变换(STFT)。熵H(t)在语音缺失帧中具有更高的值。开始帧通常被认为是非语音帧。用开始帧的平均熵作为阈值来区分无语音帧和语音帧。
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For a c type of noise classification problem, denoted by {T1, T2, . . . , Tc}, the

GMM is established for each type of noise in the training stage. In the enhancement

stage, given the input frame feature x, assuming that each kind of noise has the

same a priori probability p(Φi), the noise classification process is determined by

finding which GMM has the largest a posteriori probability under minimum error

rate criterion6:

Ti = arg max
1≤i≤c

p(x|Φi) . (3)

2.3. DNN model architecture

The architecture adopted in this paper is the basic regression DNN model7 with one

input layer, L hidden layers and one output layer using log-power spectral as the fea-

ture for offering perceptually relevant parameters. All the parameters in the network

are trained under MMSE criterion and updated using gradient descent algorithm:

JMSE(W,b) = ‖ŷt(xt,W,b)− yt‖22 , (4)

(Wl,bl) = (Wl,bl)− ε∂J(W,b)

∂(Wl,bl)
1 ≤ l ≤ L+ 1 , (5)

where xt is the input to the network at tth frame, ŷt and yt denote the log-

power spectral of the enhanced and target speech in the tth frame respectively.

Wl is the weight matrix, bl is the basis matrix, ε is a parameter determining the

convergence rate.

The time domain enhanced speech could be reconstructed by applying inverse

STFT using log-power spectral of enhanced speech and the phase information of

the noisy speech.

3. Experiments and Results Analysis

3.1. Dataset and setup

Six types of noise including (a) babble, (b) white, (c) f16, (d) hfchannel, (e) pink,

(f) Factory1 were used in the training of GMM. Training material of 200 s long

was used for each kind of noise. Each GMM consisted of 10 single components.

Compared with linear distribution of common cepstrum, mel-frequency cepstrum

is more close to the response of human auditory system. Therefore, in the GMM

training stage, the 34-dimensional mel representation and the first-order derivative

were chosen as the input frame features. In the training of DNN, 1200 utterances

were randomly selected from TIMIT database with 240 different speakers and con-

catenated into one utterance as the clean speech. Noisy speech was generated by

adding six types of noise to clean speech. Each utterance was mixed with each noise

at eight SNR levels from −6 dB to 15 dB spaced by 3 dB. All the sentences were

down-sampled to 8 kHz. Log-power spectral feature was obtained using a 1024-point

STFT with 50% overlap. Rectified linear function8 f(x) = max(0, x) was adopted

as the nonlinear activation function.
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In the testing stage, another 30 s of each kind of noise was used to evaluate

the performance of noise classification algorithm. 200 utterances with 120 different

speakers over four input SNR conditions, i.e. from −5 dB to 10 dB spaced by

5 dB were selected as testing corpus to evaluate the proposed speech enhancement

method.

3.2. Results and analysis

The classification result is presented in Table 1. It illustrates that only factory noise

has a slightly lower classification accurate rate. The classification accuracy rate is

f16 and the hfchannel noise is close to 100%. It demonstrates that the proposed

algorithm is suitable for noise classification.

The proposed speech enhancement algorithm was compared with NMF approach

and DNN method without noise classification. Perceptual evaluation of speech

quality (PESQ) and log-spectral distortion (LSD) were employed as two objective

measurements to evaluate the quality of enhanced speech. The results are presented

in Fig. 1. The results suggest that the proposed method could bring improvement

for PESQ and decrease for LSD for all types of noise, especially for white noise.

The improvement of PESQ for Factory1 noise is smaller than other kind of noise,

but it gets better LSD result compared with other five types of noise except white

noise.

Table 1. The result of noise classification.

Predicted class

Babble White f16 hfchannel Pink Factory1

Actual class Babble 93.6 0.00 0.33 0.06 2.72 3.34
White 0.21 92.3 2.12 0.54 0.30 4.56

f16 0.00 1.72 98.3 0.00 0.00 0.00

hfchannel 0.00 0.00 0.57 99.4 0.00 0.00
Pink 0.56 1.21 1.48 0.00 94.4 2.34

Factory1 6.38 0.36 0.00 0.00 7.86 85.4
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Fig. 1. (Color online) The PESQ and LSD scores of NMF, DNN and proposed method for six

types of noise.
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4. Conclusion

A speech enhancement method based on noise classification and DNN was pro-

posed in this paper. Experimental results demonstrate that the proposed method

could achieve better objective speech quality under stationary and non-stationary

noise conditions. Our future work will focus on the generalization capability of

the proposed system and study robust feature for noise classification and speech

enhancement.
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